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1. Introduction

Deep neural networks have proven their usefulness in a
range of applications from computer vision, NLP, and aug-
mented reality to robotics and health. Recently, the vision-
and-language paradigm has been gaining much popularity
in the field of computer vision. Large vision-and-language
models such as CLIP [10], have already shown to learn
meaningful representations from multi-modal sources of
data, and have successfully been applied to several down-
stream tasks from image captioning, and object detection to
semantic and instance segmentation.

Yet, the training procedure for CLIP [10] is expensive,
hence much effort has been put towards developing efficient
techniques for scaling up the pretraining process. As such,
FLIP [8] was proposed that uses random masking of image
patches during pretraining to speed up the process while re-
taining performance on the downstream tasks.

At the same time, developing models that guarantee both
faithfulness and interpretability has become a widely dis-
cussed research topic [1]. As increasingly more importance
is placed on producing interpretable models, this raises an
important question about the trade-off between efficiency
and interpretability.

In this project we study whether an effi-
ciency/interpretability trade-off can emerge by taking
the CLIP and FLIP models as a case study. In particular,
we study the effect that scaling language-image pretraining
via masking, as is performed in FLIP, has on the inherent
interpretability of the model.

To study this, we enhance the ViT architecture [5] with the
B-Cos transform method [2] to force an alignment between
the model weights and task-relevant input patterns during
optimization. As a result, these transforms are explicitly
designed to yield explanations that highlight task-relevant
neuron activation patterns in the input. By alternating the
amount of masking used during pretraining, starting from
0% (i.e, CLIP) and scaling up to 75% (i.e., FLIP), we sys-
tematically test how the interpretability of our explanations
changes as an effect of masking during pretraining. We hy-
pothesize that randomly masking patching during training
would negatively affect the interpretability.

2. Methodology
Following [2], we replace the output projection in the self
attention module and the linear layer in the feedforward
module in the conventional ViT with the B-cos layer as:

B-cos(x;w) = ŵTx× cos(x, ŵ)B−1 (1)

where ŵ scales w to unit norm, B is the scaler.
Instead of using the original implementation of FLIP writ-
ten entirely in JAX1, we use the Pytorch implementation
V2.20.0 of OpenCLIP2. This version of OpenCLIP allows
as FLIP to using masking during the training and let us re-
place the ViT network of OpenCLIP with the new B-cos
ViT [2]. As provided by Böhle3, the ViT B/16 architecture
(entrypoint: simple vit b patch16 224) is used for
all our experiments.
We train our models for 32 epochs on CC3M [3] with learn-
ing rate of 5e-4 using AdamW optimizer [9]. All models are
trained on 16×A100 GPUs with a batch size of 4096. We
warmup the training for 2000 steps, and apply weight decay
equal to 0.2. For the B-cos network, we adopt B=2 as in [2].
We report the zero-shot accuracy on ImageNet-1K [4].
To test and then compare the interpretability of B-cos CLIP
and B-cos FLIP, the following experiments are conducted:
1) Baseline: Train vanilla CLIP and B-cos CLIP on the
CC3M dataset. Report and compare then zero-shot accu-
racy of both models on the ImageNet dataset. Both mod-
els should perform similarly. 2) FLIP-50: Train CLIP and
B-cos CLIP with 50 % dropout (masking) on the CC3M
dataset respectively. Report and compare zero-shot accu-
racy as for the baseline experiment. Report results on the
interpretability of the networks. 3) FLIP-75: As the FLIP-
50 experiment, except using 75 % dropout.

3. Experimental Results
Classification Performance We report the zero-shot ac-
curacy of our model on ImageNet-1k classification in Ta-
ble 1. The classification results are less satisfactory due
to limited amount of training data, which is also observed

1https://github.com/facebookresearch/flip
2https://github.com/mlfoundations/open clip
3https://github.com/B-cos/B-cos-v2
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(a) 0% dropout (CLIP) (b) 50% dropout (FLIP) (c) 75% dropout (FLIP) (d) Original image

Figure 1. The effect of random masking on the interpretability of the explanations for 0 to 75% masking during pretraining on a correctly
classified image with the B-cos variant of CLIP/FLIP.

Model Acc@1 (%) Acc@5 (%)

CLIP 13.01 27.50
FLIP-50 12.21 26.25
FLIP-75 10.14 23.52

CLIP w/ B-cos (ours) 11.60 25.44
FLIP-50 w/ B-cos (ours) 10.18 23.02
FLIP-75 w/ B-cos (ours) 8.28 19.68

Table 1. Zero-shot results on ImageNet-1K reported as top-1 and
top-5 accuracies. 50 and 75 indicate the applied masking dropout.

in [6]. By masking 50% of the patches as in FLIP-50, we
observe slight drops in performance as compared to the
conventional CLIP. By replacing the conventional ViT in
CLIP/FLIP with the B-cos variant, the zero-shot accura-
cies in all scenarios decrease. However, we gain the inter-
pretability of the learned representations, which we further
elaborate in the next paragraph.

Qualitative analysis of the explanations To qualitatively
analyze and compare the explanations produced by our
models we constrain ourselves to only evaluating explana-
tions for images that were correctly classified by all three
models. Given the low performance of our models, this
leaves us with only a limited amount of viable images for
analysis. In Figure 1, we show the effect of random mask-
ing on the explanations. For this particular example, we do
see that, in line with our hypothesis, using 75% dropout re-
duces the interpretability of the explanation. Yet, we do not
believe that based on our own judgement of a few input im-
ages we can draw any hard conclusions. In Section 4, we
outline a few of the lessons learned from the project, and
highlight the limitations of our study. Moreover, we pro-
pose some ideas that, given the time constraints, we leave
for future work.

4. Conclusion and future work
While we found some preliminary evidence for the hypoth-
esis that random masking during pretraining can reduce the
inherent interpretability of language-vision models, there
are a few limiting factors that do not allow us to draw any
hard conclusions from these results:

1. The accuracy of all three models remains relatively
low which leaves us with relatively little correctly pre-
dicted images for analysis.

2. The low performance on all models suggests that we
do not have a sufficient amount of data for pretraining.
FLIP especially seems to suffer from this, making the
comparison somewhat skewed.

3. Evaluating the explanations is not trivial. Comparing
the interpretability of the explanations amongst models
seems to leave much room for subjectivity. In order to
more concretely study systematic shifts in the expla-
nations, we would need to come up with a quantitative
measure for analysis.

Following up on 3., in future work, we suggest to use a sim-
ilarity metric, e.g., Jaccard Similarity [7], that allows us to
compute similarity scores between matrices. We could use
this metric to compare how much, on average, our explana-
tions change across the models. Note that while this would
not tell us how the explanations change (i.e. for better or
for worse), it would allow us to properly test to what extent
the explanations do really change as an effect of masking
during pretraining.
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