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Abstract

In the present-day scenario, Large Language Models
(LLMs) are establishing their presence as powerful instru-
ments permeating various sectors of society. While their
utility offers valuable support to individuals, there are mul-
tiple concerns over potential misuse. Consequently, some
academic endeavors have sought to introduce watermark-
ing techniques, characterized by the inclusion of mark-
ers within machine-generated text, to facilitate algorithmic
identification. This research project is focused on the de-
velopment of a novel methodology for the detection of syn-
thetic text, with the overarching goal of ensuring the ethi-
cal application of LLMs in AI-driven text generation. The
investigation commences with replicating findings from a
previous baseline study [1], thereby underscoring its sus-
ceptibility to variations in the underlying generation model.
Subsequently, we propose an innovative watermarking ap-
proach and subject it to rigorous evaluation, employing
paraphrased generated text to asses its robustness. Experi-
mental results highlight the robustness of our proposal com-
pared to the [1] watermarking method.

1. Introduction
In an era dominated by Large Language Models (LLMs),

we stand at the intersection of unprecedented linguistic ca-
pabilities and profound ethical challenges. While the po-
tential applications of LLMs are vast and promising, their
exponential growth also brings to the forefront the serious
concerns associated with their potential misuse [4, 9, 12].
From election rigging to social engineering campaigns us-
ing automated bots on social media platforms, from spread-
ing fake news to dishonest use in academic and coding as-
signments, the dark side of LLMs has become increasingly
apparent. As a result, the line between genuine human-
generated content and machine-generated text is blurring,
making accountability and transparency in the area of LLM-
generated text urgent [3, 6, 8].

Early bird gets the worm
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Figure 1. Overview of our temperature-based watermarking tech-
nique: we employ h tokens (in this example, 2) as the seed for a
hashing process to sample a temperature parameter. This tempera-
ture parameter is subsequently applied to adjust the logits, for the
prediction of the subsequent token.

To address this critical issue, our project explores the
concept of watermarking, which involves the subtle in-
corporation of imperceptible markers, known as water-
marks, into machine-generated text. Watermarking en-
ables the algorithmic identification of machine-generated
text while remaining largely undetectable to human read-
ers [10, 11, 14]. The aim is not only to facilitate the iden-
tification of machine-generated text, but also to minimize
false positives, ensuring that authentic human content re-
mains unaltered.

To summarize, the main contributions of our work are
the following:

• We replicate the watermarking detection results pre-
sented in [1] with open-source model.

• We propose a new approach for watermarking which
changes the temperature T of sampling at each token.

• We test our approach on the robustness to the para-
phrasing attack, i.e. if some part of the watermarked



I like to eat pizza in Italy.

I like to eat pizza in Italy.

I like to eat [MASK] in Italy.

I like to eat pasta in Italy.

● pasta
● tortellini
● tiramisu

Figure 2. An example of text paraphrasing attack utilizing
BERT [2], i.e. substituting randomly selected words with model
predictions.

text is paraphrased.

2. Method
In this section, we present our novel watermarking tech-

nique tailored for Large Language Models. To provide a
comprehensive delineation of our approach, we commence
by establishing the necessary notational framework and
subsequently elaborate on the employed architectural con-
figurations.

2.1. Notation and Preliminaries

Given a word vocabulary of |V | granularity, the Large
Language Model (LLM) for next-word prediction is a func-
tion fθ, often parameterized by a neural network, which
takes in input a sequence T of tokens denoted as s(t) ∈ V T

and outputs a vector of V logits, one for each word in the
vocabulary. These logits are then passed through a softmax
operator to convert them into a discrete probability distri-
bution over the vocabulary. The next token is commonly
sampled from this distribution using a sampling strategy of
choice. For notational purposes, tokens with negative in-
dices, s(−Np), · · · , s(−1), indicate a prompt characterized
by a length of Np, while s(0), · · · , s(T ) correspond to to-
kens produced by an AI system as a response to the given
prompt.

2.2. Model

In this project, we employed the Vicuna-7B model [5],
which is a LLaMA [13] model fine-tuned on user-shared
conversations collected from ShareGPT, a ChatGPT dia-
logue corpus crawled from sharegpt.com.

2.3. Watermarking Generation

While [10] watermarking method randomly partitioned
the vocabulary into two lists of equal size, namely the

Algorithm 1 Proposed Temperature Watermarking

Input: prompt, s(−Np), · · · , s(−1),
n.o. tokens to use for hashing h, model fθ
for t = 0, 1, · · · , t do

1. Apply the language model to prior tokens
s(−Np) · · · s(t−1) and retain the logits l(t) over the
vocabulary.

2. Compute a hash of the last h tokens of the prompt
s(t−h) · · · s(t−1) and use it to seed a random num-
ber generator.

3. Using this seed, randomly generate a temperature
value T t ∼ T0(m+ (M −m)U t)

4. Rescale the logits l(t) = l(t)/T t

5. Convert the logits to a probability vector using the
softmax operator p(t)k = exp(l

(t)
k )/

∑
i exp(l

(t)
i ).

6. Sample using this probability distribution

end for

“green list” and the “red list”, we have opted for an alter-
native methodology by exclusively considering the logits
vector obtained as the model’s output.

Our approach uses a context window of size h to gen-
erate a unique hash. This hash is then used as a seed for
generating a random temperature T t for each token. This
temperature is sampled as follows :

T t ∼ T0(m+ (M −m)U t)

Where U is a uniform pseudo random variable seeded by
the hash of the tokens [st−h, . . . , st−1]. In other words, U
is a deterministic function of the context window. This will
allow us to recompute the same temperatures when detect-
ing the watermark later on. The temperature varies around
the base value T0. For some tokens the temperature will be
higher and for others it will be lower. We can then compute
the probabilities of each token in the vocabulary using the
softmax function.

P (st = k|s1, . . . , st−1;T t) =
exp(l

(t)
k /T t)∑

i exp(l
(t)
i /T t)

Since the temperature controls the entropy of the output
distribution, this forces the model to take a specific path dur-
ing generation that allows us to distinguish it from human
generated text later on.

The resulting vector of probabilities is then used for sam-
pling with any desired method. A detailed version of the
algorithm is presented in Alg. 1.
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Figure 3. Score of our temperature-based watermarking (left column) technique compared to the baseline method (right column). In the
first row both methods are compared without paraphrasing attacks, on the second row BERT [2] is applied to 30% of the generated input
tokens.

2.4. Watermarking Detection

The outcome of the process described above is that the
model’s confidence in its predictions varies in a known way
throughout generation. This variation in confidence across
a specific sequence of tokens is what ultimately constitutes
the watermark.

To detect the watermark, it is sufficient to recompute the
same probabilities as in the watermarking phase, by doing a
forward pass on the text, then select the probabilities of the
tokens, and average them. Eq. 1.

Score =
1

N

N∑
t=1

P (st|s1, . . . , st−1;T t) (1)

This score can be then used to determine whether the se-
quence is watermarked or not. Indeed, sequences with no
watermarking are likely to have a smaller score than water-
marked sequences.

3. Evaluation Setup
3.1. Baseline Reproducibility

Firstly, we decide to reprocude the machine-generated
papers detection with already published SOTA approach.
For this, as for baseline, we refer to the method presented in
[1]. There, the experiments were conducted on LLaMa [13]
which is available upon the request. We substitute the model
with the opensource model—Vicuna1—with has the same
amount of hyper-parameters and fairly compared perfor-
mance on the benchmarks.

1https://huggingface.co/lmsys/vicuna-7b-v1.3

Thus, with this experiment, we want to test the follow-
ing Hypothesis H1: if the published results of machine-
generated texts detection are reproducible with the open-
source model. While in [10] the theoretical proof of water-
marking model-agnosticism was provided, it still should be
verified empirically.

3.2. Paraphrasing Attack

One of the main attacks on the watermarking can be
the paraphrasing of some parts of machine-generated wa-
termarked text [11]. In [7], the significant drop of their de-
tection method performance on the paraphrased texts was
observed. Thus, we formulate the next Hypothesis H2: if
our proposed watermarking method is robust to the para-
phrasing attacks.

To imitate the paraphrasing process, we utilize BERT2

[2] for masked language modeling (Figure 2). For each text
sample, we replace 30% of the tokens with [MASK] and
ask the model for the prediction. Each [MASK] prediction
was done one-by-one to save the content.

3.3. Dataset and Metric

For the test set, we use random 1k samples fro Alpaca
dataset.3 This dataset consists of the prompts, human an-
swers, and machine-generated texts. We generate our own
texts with Vicuna and the proposed watermarking method
inputting the prompts and comparing them with human-
written ones from the dataset.

We report the F1 score, True Positive Rate (TPR), and
False Positive Rate (FPR) as a main evaluation metric as

2https://huggingface.co/bert-base-uncased
3https://huggingface.co/datasets/tatsu-lab/alpaca

https://huggingface.co/lmsys/vicuna-7b-v1.3
https://huggingface.co/bert-base-uncased
https://huggingface.co/datasets/tatsu-lab/alpaca
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Figure 4. Receiver Operating Characteristic (ROC) curve for the baseline [1] approach (left) and our proposed approach (right). synonym
indicate if the paraphrasing attack was applied or not.

with our work we are aiming to increase the probability of
machine-generated texts detection in comparison to the pre-
vious approach.

4. Results
Firstly, we illustrate the comparison with the baseline

approach on the first row of Figure 3. We can observe
that in the baseline approach (right column) it is difficult
to differentiate between distributions for human-written and
machine-generated text. On the other hand in the proposed
approach (left column), the differences in the distributions
are clear making it easy to separate machine-generated tex-
tual descriptions. Thus, previously stated H1 is not con-
firmed. The reasons for this are the grounds for further in-
vestigation.

For H2, we are investigating the robustness to the para-
phrasing attack of the proposed technique. The intuition in
the proposed watermark technique lies in the idea that the
change in temperature will, at some point, allow the model
to take into account not only the most probable word on
the step but also its synonyms. In the second row of Fig-
ure 3, the analysis with attacked generated texts is repre-
sented. In this case, the previous observation on the dis-
tinction of human and machine-generate texts is even more
accentuated. Indeed our model seems invariant to the attack
while baseline-processed text is nearly overlapped with hu-
man input making distinction difficult.

Furthermore, a quantitative assessment has been car-
ried out using the Receiver Operating Characteristic (ROC)
curve. As depicted in Figure 4, it is evident that the tem-
perature watermarking method we propose outperforms the
baseline approach at all stages of evaluation. To illustrate,
when the False Positive Rate (FPR) is held constant at 2%,

the baseline method achieves a True Positive Rate (TPR)
of 15%, whereas our proposed method attains a TPR of
90%. Moreover, this performance advantage holds true
even when subjected to a paraphrasing attack. This proves
H2—our proposed temperature watermark is more robust
to the paraphrasing attack—making further analysis possi-
ble in future works.

5. Conclusion
In this work, we investigated the robustness of the water-

marking approach for machine-generated texts. Firstly, we
found out that reproducibility of the detection results based
on one model is challenging on the other model while the
method is claimed to be model agnostic.

Then, we proposed a new watermark which generates
a unique temperature at each step of generation. This ap-
proach made the watermark detection easier and more ro-
bust on the Vicuna model. We also considered paraphrasing
attack as one of the main attacks on the machine-generated
texts detector. In our proposed watermarking method, this
attack is addressed outperforming the baseline. The method
allows to choose at some steps within more options thus
take into account more suitable generation options. We
understand that the thorough investigation of the proposed
method is still to be addressed in the future work.
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