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Abstract

Watermarking is a promising way of attributing texts generated
by large language models via embedding a secret trace in the
generation process. We hereby investigate the “radioactivity” of
watermarked texts, i.e. , whether they contaminate other models
when used as fine-tuning data. To this end, we tune Llama mod-
els for instruction using watermarked texts and examine to what
extent watermarks may be detected in the text generated after
fine-tuning. Our findings indicate that watermarks may con-
taminate the models and be detected in long-enough texts. An
important consequence is that watermarking public APIs (like
Bard, ChatGPT or Claude) would have for secondary effect to
know when they are used as training data for other models.

1 Introduction

As Large Language Models (LLM) become more so-
phisticated, it is getting harder to distinguish between
human and machine-generated text. It is important
to ensure that generated text can be attributed to the
model that generated it, especially in cases where the
text may be used for malicious purposes [24], such as
spreading disinformation [25] or impersonation. One
promising technique for addressing this transparency
issue is watermarking, which embeds a secret trace in
the content during the generation process to identify
the model that generated it [1, 11]. In this context, wa-
termarking is done at sampling time by shifting the
probability distribution of the generated tokens.

On the other hand, foundational LLMs are often
instruction-tuned [23] to align them with humans’
prompting and improve their helpfulness and gen-
eralization. This fine-tuning is a difficult step. It re-
quires balancing diversity, quantity, and quality in the

instruction dataset [5]. It is very expensive as it re-
quires the collection of a large number of manual an-
notations [15, 14]. One method used by practitioners
to reduce the cost and ease the fine-tuning is to use
synthetic data generated by a model that has already
been instructed, such as Bard [16], ChatGPT [13], and
Claude [2]. This approach is known as model imita-
tion [21], which derives from model distillation [8].
From an intellectual property perspective, model im-
itation raises the question of whether the fine-tuned
model is a derivative work of the original model. For
instance, OpenAI, Google, and Anthropic ban the use
of the generated output content from their AI models
to train other AI models, under their terms-of-service.

From these two observations, we naturally ask
ourselves the following question: what happens when
watermarked text is used as fine-tuning data?. Here, we
investigate the potential “radioactivity” [17] of water-
marks, which refers to their ability to infuse into the
model when used as fine-tuning data.

Specifically, we examine the watermarking
method of Kirchenbauer et al. [10] and fine-tune
Llama models using watermarked data. We then
aim to detect watermarks in text generated after
fine-tuning. Our findings indicate that watermarks
may impregnate the models and be detected in gen-
erated texts. Moreover, evidence accumulates with
the number of analyzed tokens. This is particularly
interesting in our setup since the defender may
often call suspicious LLMs thousands of times. Our
approach has several implications, such as the ability
to detect if watermarked data was used as training
data. Put differently, watermarks designed to be used
as a forensic tool for generated text can also help to
detect model imitation.
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Figure 1: Overview: we study the “radioactivity” of watermarks in LLMs. To that end, we fine-tune LLMs on watermarked
data and see to what extent can watermarks be detected in texts generated after fine-tuning.
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2 Background

Large language models (LLMs) use neural net-
works trained on extensive data to compute the like-
lihood of generating text sequences based on contex-
tual information [3, 4, 19]. They generate text by sam-
pling the next tokens from a probability distribution
and appending them to their context.

Instruction Fine-tuning [15] is an approach for im-
proving LLMs’ ability to follow task-specific instruc-
tions provided by users. It trains the model on a
dataset consisting of input-output pairs, where the in-
put contains both the instruction and relevant context,
while the output is the desired response.

This dataset is typically curated from a diverse set
of tasks and existing datasets, and generated through
a process of manual annotation. This process is long
and expensive, therefore model imitation methods
are becoming very popular. They employ already
instruction-tuned proprietary LLMs to build input-
output pairs dataset [22, 9]. For instance, this is the
way the Alpaca [18] dataset is built.

LLM watermarking [1, 10] alter the sampling pro-
cess to embed information in the generated comple-
tions. In the work of Kirchenbauer et al. [10], the idea
is to modify the logit vector when trying to generate
the next token, depending on the window W of h pre-
vious tokens in the context. A hash function maps
W to a random seed that initializes a random number
generator (RNG). This is used to create a greenlist of
tokens that contains a proportion γ of the vocabulary,
where γ ∈ [0, 1]. The logit of every token in the green-
list is incremented by δ. The sampling then proceeds
as usual. Intuitively, this encourages the generation of
greenlist tokens that have higher probability.

For detection, one tokenizes the text and counts
how many of the tokens are in the greenlist of their
window. More formaly, we consider a text of T to-
kens. The score S is the number of greenlist tokens:

S =
∑
t

Rt with Rt = 1(“x(t) is in greenlist”) (1)

We test the statistical hypothesis H0: “the text is natu-
ral”, against H1: “the text was generated with water-
mark”. Under H0, we assume that the event “a token
falls in the greenlist” follows a Bernoulli distribution
with parameter γ, and that these events are i.i.d., so
S follows a binomial distribution with parameters T
and γ. The p-value of a test associated with score s, i.e.
probability of obtaining a score higher than s under
H0, can be obtained theoretically from the p.d.f. of the
binomial distribution. Under H1, the score is likely to
be higher than under H0, so the p-value is likely to be
lower. To solve the bias introduced by repetitive text,
we only score tokens for which {watermark context +
current token} has not already been counted (see [7]).

3 Radioactive Watermarks

3.1 Problem statement

We consider the scenario of Fig. 1. A proprietary lan-
guage model (e.g. , ChatGPT) produces a set of wa-
termarked text, which is then used to fine-tune an-
other open source foundation model M (e.g. Llama).
The objective is to investigate whether the owner of
the proprietary model can detect their watermark and
identify the malicious use of their model, given a
black-box access to the model M (via an API for in-
stance). If so, we are also interested in knowing the
number of tokens necessary to statistically assert that
the model was trained on watermarked data.

3.2 Experimental setup

The evaluation setup is as follows. First, we build
16 new watermarked instruction datasets. We use
the prompts of the Alpaca dataset [18] as inputs into
Llama-2-7B-Chat [20] to generate watermarked com-
pletions, with the approach of Kirchenbauer et al. [10].
We used window sizes of [1, 2, 3, 4] and delta bias pa-
rameter of [1, 2, 4, 6]. This process is repeated mul-
tiple times with various hyper-parameters, i.e. , vary-
ing the hash context size h and watermark strength
δ, thus generating several watermarked datasets Dδ,h

(γ = 1/4 in the following). For generation, we use a
temperature of 1.0 and top-p sampling at 0.95.

A Llama-7B [19] model (not previously trained
on any instruction dataset) is then fine-tuned on one
of the watermarked Alpaca datasets Dδ,h, or on the
vanilla dataset. We use Q-LoRA [6] for fine-tuning,
with default parameters, batch size of 16, and a
learning-rate of 2e-5.

Finally, we generate completions from 10k english
prompts of the Open Assistant dataset [12], with the
Llama-7B model fine-tuned with the watermarked
data. We concatenate all completions to create a set
of tokens from which we accumulate the watermark
score. The aforementioned statistical test can output a
p-value at every time-step of the score computation.

3.3 Results

Figure 2 reports log10 p-values when running detec-
tion on the concatenated texts output by models fine-
tuned on different versions of the watermarked and
vanilla data. The radioactivity of the watermarks is
highly dependent on the hyper-parameters evaluated
in our experiments.

Because the score is only computed on windows
that have not already been counted, watermark gen-
eration with short windows experiences a reduction
in the total number of analyzed tokens. This occurs
because shorter windows tend to produce more rep-
etition when generating with the LLM, and because
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Figure 2: Log10 p-value of the detection of concatenated text output from LLMs fine-tuned with watermarked data (δ > 0)
or without (δ = 0), against the number of tokens analyzed in the concatenated text. The analysis is repeated for different
hyper-parameters of the watermarked text, namely δ that controls the watermark strength, and h which is the watermark
context width. Overall, we observe the watermark contaminates the fine-tuned model if the watermark is strong enough,
and/or if the watermark context window is small.

possible repetitions of small windows appear more
often, leading to a limited count of unique windows.

As expected, a larger value of δ (the watermark
strength) results in a more detectable watermark in
the fine-tuned model, since it makes the bias of the to-
kens distribution easier to capture for the model. For
instance, at watermark context width h = 2 and for
a limit of 10k analyzed tokens, a watermark strength
at δ = 6 gives log10 p-value ≈ −30, while it is closer
to −4 at δ = 6. Note that we observe that stronger δ
also reduces performance of the model, which would
sometimes output bad completions.

On the contrary, an increase in the window size h
results in watermarks that infuse less into the second
model. Up to a window size of 2 the watermarking
is still significantly detectable with very low p-values,
while for higher values of h the results do not allow to
make a decision. The underlying reason is that lower
values of h lead to less randomness in the watermark
sampling algorithm. This makes the watermark more
learnable by a language model that is prone to capture
these biases.

In a nutshell, for certain watermark parameters
(high δ, low h), the watermark largely contaminates
the fine-tuned LLM, and 50k analyzed tokens are of-
ten enough to get detection p-values bellow 10−10.
Assuming access to the suspicious third-party LLM
M is available at 0.12$ / 1k tokens (typical fees in
2023), this would allow OpenAI to check if their API
was used to train M at $12 (an amount of money Mi-
crosoft should be able to give them).

4 Conclusion

In summary, watermarking large language models of-
fers more than the original purpose. Beyond enabling
the detection of AI-generated content, we show that
text watermarks are radioactive, and may serve to

identify models that have been trained using the out-
puts generated by proprietary watermarked models.
This finding may help protecting intellectual property
while also ensuring enhanced security and trustwor-
thiness in artificial intelligence systems.

Further steps would be to study how model size
and/or larger watermarked fine-tuning dataset influ-
ence radioactivity. We also leave for future research
what is the proportion of watermarked data within
a fine-tuning dataset that is needed to detect the ra-
dioactivity of a model.

References

[1] Scott Aaronson and Hendrik Kirchner. Water-
marking GPT outputs, 2023. URL https://
scottaaronson.blog/?m=202302.

[2] AnthropicAI. Introducing claude, 2023.

[3] Tom Brown, Benjamin Mann, Nick Ryder,
Melanie Subbiah, Jared D Kaplan, Prafulla
Dhariwal, Arvind Neelakantan, Pranav Shyam,
Girish Sastry, Amanda Askell, et al. Language
models are few-shot learners. Advances in neu-
ral information processing systems, 33:1877–1901,
2020.

[4] Aakanksha Chowdhery, Sharan Narang, Jacob
Devlin, Maarten Bosma, Gaurav Mishra, Adam
Roberts, Paul Barham, Hyung Won Chung,
Charles Sutton, Sebastian Gehrmann, et al.
Palm: Scaling language modeling with path-
ways. arXiv preprint arXiv:2204.02311, 2022.

[5] Hyung Won Chung, Le Hou, Shayne Longpre,
Barret Zoph, Yi Tay, William Fedus, Eric Li,
Xuezhi Wang, Mostafa Dehghani, Siddhartha

3

https://scottaaronson.blog/?m=202302
https://scottaaronson.blog/?m=202302


Brahma, et al. Scaling instruction-finetuned lan-
guage models. arXiv preprint arXiv:2210.11416,
2022.

[6] Tim Dettmers, Artidoro Pagnoni, Ari Holtz-
man, and Luke Zettlemoyer. Qlora: Efficient
finetuning of quantized llms. arXiv preprint
arXiv:2305.14314, 2023.

[7] Pierre Fernandez, Antoine Chaffin, Karim Tit,
Vivien Chappelier, and Teddy Furon. Three
bricks to consolidate watermarks for large lan-
guage models. arXiv preprint arXiv:2308.00113,
2023.

[8] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean.
Distilling the knowledge in a neural network. In
NIPS Deep Learning Workshop, 2014.

[9] Or Honovich, Thomas Scialom, Omer Levy, and
Timo Schick. Unnatural instructions: Tuning
language models with (almost) no human labor.
arXiv preprint arXiv:2212.09689, 2022.

[10] John Kirchenbauer, Jonas Geiping, Yuxin Wen,
Jonathan Katz, Ian Miers, and Tom Goldstein.
A watermark for large language models. arXiv
preprint arXiv:2301.10226, 2023.

[11] John Kirchenbauer, Jonas Geiping, Yuxin Wen,
Manli Shu, Khalid Saifullah, Kezhi Kong, Kasun
Fernando, Aniruddha Saha, Micah Goldblum,
and Tom Goldstein. On the reliability of water-
marks for large language models, 2023.
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